


Final examination program for the subject

"Artificial Intelligence Systems"


2024/2025 academic year

spring semester


Faculty: Information Technologies

Department: Computer Sciences

Code and name of the educational program: "6B06104 - Computer Sciences"

Department: English

Education level: bachelor

Course: 3

Lecturer: Zhassuzak M.S.

Form of final control: oral

Exam format: offline


THEMATIC PROGRAM OF THE SUBJECT BASED ON MODULES, LECTURES, SEMINARS

1. Introduction to Machine Learning
2. Supervised Learning: Regression
3. Least Squares Method
4. Model Evaluation Metrics
5. Classification and KNN Algorithm
6. Clustering and K-means Algorithm
7. Introduction to Neural Networks and Rosenblatt Perceptron
8. Neural Network Components and Configuration
9. Gradient Descent.
10. Backpropagation Algorithm.
11. Mathematical Foundations of Backpropagation.
12. Improving Backpropagation and Application.
13. Underfitting and Overfitting.

METHODOLOGICAL INSTRUCTIONS FOR PERFORMING THE FINAL CONTROL TASK IN THE CHOSEN FORM

Standard exam: oral
Exam format – offline.

Total number of exam questions in the subject: 30.

Purpose and expected results of completing the task:
To develop a foundational understanding of machine learning concepts and gain practical skills in implementing and evaluating algorithms for regression, classification, clustering, and neural networks using Python.
Expected results from completing the task:
1. Acquisition of fundamental knowledge in machine learning and its core algorithms;
2. Ability to implement regression and classification models using Python;
3. Understanding of neural networks and the backpropagation algorithm.

MAIN STAGES OF WORKING WITH THE INSTRUCTION

Duration of the oral exam
Preparation time - 20 minutes.
Answer time - 15-20 minutes.
The exam ticket consists of 3 questions: 2 theoretical questions and 1 practical task. The corresponding maximum score for each question is indicated in brackets as a percentage.

Organization of an oral offline exam
- when entering the exam hall, the student is obliged to present an identity document to the examiner and sign the attendance sheet;
- during the exam, it is forbidden to leave the hall and / or change places until the answer to the ticket is completed;
[bookmark: _GoBack]- during the oral exam, the examiner chooses the exam ticket himself;
- at the teacher's invitation, the student takes the exam ticket in turn;
- if necessary, during the preparation, there is an opportunity to prepare to answer the exam ticket questions. And if the student is fully prepared for the exam ticket questions, he can answer them immediately;
- the examiner has the right to ask the student additional questions in order to more deeply determine the level of knowledge, as well as to provide tasks and examples within the framework of the exam ticket questions.

Requirements for passing the exam:
- according to the approved schedule;
- the student can answer the questions in any order.
- the exam may be canceled if it is found that unauthorized materials have been used or students have received other advice, or if identifying marks (for example, the student's name, special marks, and identification) have been left on the student's work.
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ASSESSMENT POLICY - ASSESSMENT RUBRIC

SUMMARY CONTROL CRITERIA ASSESSMENT RUBRIC

Subject: Artificial Intelligence Systems. Form: Oral. Platform: Univer

	
№

	
                Score


Criterion
	DESCRIPTORS

	
	
	"Very good"
	"Good"
	"Satisfactory"
	"Unsatisfactory"

	
	
	  90-100 %
	  70-89%
	50-69%
	25-49%
	  0-24 %

	1st question
	Knowledge and understanding of the theory and concepts of the course
	They fully understand the content and have a deep understanding of the theoretical foundations and principles. The answers are supplemented with concrete evidence and logical arguments.
	The basic concepts are well understood and some elaboration is needed. The evidence is well presented, but some arguments are incomplete.
	There is a theoretical understanding of the questions, but there are some errors or misunderstandings. The arguments are sufficient, but the evidence is sometimes not enough.
	There are obvious gaps in understanding, incomplete theoretical concepts, few arguments or weak evidence, and confusion in logic.
	Theoretical foundations are not fully or very poorly understood. Arguments are completely or very weak, there is no evidence.

	2nd question
	Applying the selected methodology and technology to specific applied tasks. Mastering the basic concepts.
	Key concepts and terms are explained accurately and completely.
	The concepts are presented correctly, with some slight ambiguities in some terms.
	The basic concepts are clear, but there are some errors in the explanation.
	There is no sufficient understanding of the concepts.
	Concepts and terms are not explained at all or are grossly misspelled.

	3rd question
	Argumentation and proof. Examples of use. General presentation and structure
	The structure of the answer is logical, clear and concise, the presentation is at a high level. Practical examples help to fully understand the theory, and concrete arguments are provided.
	The structure is good, but some sections are inconsistent or unclear. There are examples, but sometimes clarification is needed.
	The structure is average, with weak connections between some sections. Some examples are given, but they are incomplete or inaccurate.
	The answer is poorly structured, with little logical connection. The examples are insufficient or inappropriate.
	The structure and explanation of the answer are incomplete. The examples are either not given at all or are incorrect.
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3. J. Watt, Machine Learning: Fundamentals, Algorithms, and Practice, 1st ed. San Francisco, CA: O’Reilly Media, 2024.
4. F. Chollet, Deep Learning with Python, 2nd ed. New York, NY: Manning Publications, 2023.
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